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Abstract—The ultimate goal of this paper is to develop a novel
personalized comprehensive computer aided diagnostic (CAD)
system for precise diagnosis of autism spectrum disorder (ASD)
based on the 3D shape analysis of the cerebral cortex (Cx). To
achieve the main goal of the proposed system, we used structural
MRI modality (sMRI) to be able to extract the shape features
of the brain cortex. After segmenting the brain cortex from
sMRI, we used a spherical harmonics analysis to measure the
surface complexity, in addition to studying surface curvatures.
Finally, a multi-stage deep network based on several autoencoders
and softmax classifiers is constructed to provide the final global
diagnosis. The presented CAD system was tested on several
datasets, achieving an average accuracy of 92.15%. In addition
to its global diagnostic accuracy, the local diagnostic accuracies
of the most significant areas also demonstrated the ability of
the proposed system to construct very promising local maps
of ASD-related brain abnormalities, which can be considered
an important step towards personalized medicine for autistic
individuals.

I. INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmen-
tal syndrome that directly affects communication and social
interaction [1]–[8]. However, the ASD causes are not fully
understood, and as a result, numerous hypotheses and theories
have been proposed for the etiology underlying the disorder.
Some investigators have hypothesized that ASD is linked to
structural or connectivity abnormalities [9], whereas others
have suggested ASD correlates with brain activation while
performing different tasks [10], [11]. In order to study various
types of abnormalities correlated with ASD, several imaging
modalities have been previously employed, such as: (i) struc-
tural MRI (sMRI) for anatomical abnormalities, (ii) functional
MRI (fMRI) for brain activation abnormalities, and (iii) diffu-
sion tensor imaging (DTI) for connectivity abnormalities. This
paper aims to understand and assess ASD by exploiting the
findings from sMRI.

For sMRI analysis of anatomical abnormalities, many stud-
ies reported abnormalities in the cortical folding of autistic
subjects brains. For example, in [12] cortical folding was
measured using the gyrification index (GI), a simple measure
of non-convexity derived from a single MRI slice or a series
of slices. In [12], [13], the GI was found to be larger in autistic

children than in typically developed children. More robust
shape indices have been derived from spherical harmonic-
based shape models of the cerebral cortex [14] and other brain
structures [15]. This approach has recently been generalized
(HyperSPHARM) to model multiple, disconnected structures
simultaneously [16]. Others have used local estimates of
surface curvature directly to measure cortical folding and to
detect anatomical variation in ASD [17]. For example, Awate
et al. [18] reported increased folding in the frontal, parietal
and temporal lobes of individuals with ASD compared to
typically developed subjects. A study of the curvature of the
white matter surface in an independent sample obtained similar
results [9]. Besides curvature, differences in sulcal depth have
also been investigated, with deeper sulci in anterior insula and
in frontal and parietal opercula detected in ASD patients [19].

Although there have been numerous efforts to assess ASD
using imaging, until now there is to date no computer-
aided diagnosis (CAD) system that is able to diagnose ASD
and locate the affected individual on the spectrum. This is
where the idea of integrating different modalities originates
in order to develop a comprehensive CAD system that can
resolve autism endophenotypes and help the clinician deliver
personalized treatments to individuals with ASD.

II. METHODOLOGY

The objective of the framework was to extract local features
from sMRI modality, then use them to obtain a global decision
for the subject. More details and experimental results about the
proposed framework will be discussed in the next sections.

A. Cortical Shape Analysis
Following the hypothesis that autistic subjects have higher

cortical foldings and different brain texture [12], it becomes
important to quantify and analyze the cortex shape and brain
surface complexity in both autistic and typically developed
subjects. To study the cortex shape, two curvature metrics were
used, and to study the brain surface complexity, a recently
developed approach based on spherical harmonics [20] was
used. Both shape and surface features were first studied locally
on the Brodmann areas level [21], then fused to obtain an
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Fig. 1: sMRI experiment pipeline, where brain is extracted, segmented, reconstructed, then features are extracted. For each
Brodmann Area (BA), the probability distribution functions of two curvatures metrics and the surface complexity obtained
from spherical harmonics reconstruction error using different number of coefficients are calculated.

sMRI based diagnosis decision. To extract the cerebral cortex,
there are two important steps applied to the input volumes:

1) Brain extraction (Skull stripping): In this study, a mod-
ified version of Brain Extraction Tool (BET) explained
in [22] was used, where an evolving deformable model
was applied to fit the brain surface. BET is a very fast
algorithm that needs no preprocessing steps.

2) Cortex segmentation: In this study, the segmentation
algorithm used was introduced in [20], [23], in which
the evolution of a 3D deformable model is constrained
using both prior and current appearance models. The
prior model used was a 3D Markov-Gibbs random field
(MGRF), while the current appearance model is a linear
combinations of discrete Gaussian (LCDG) [22], [24].

Cortical complexity analysis using spherical harmonics:
Spectral SPHARM analysis [25] considers a set of 3D

surface data as a linear combination of specific basis functions.
We perform a weighted-SPHARM analysis similar to the
algorithm described in [26]. The surface manifold of the brain
cortex is approximated using a triangulated 3D mesh, having
50,000 nodes, constructed using an algorithm based on the
work of Fang and Boas [27](Fig. 2). Secondly, the brain cortex
mesh for each subject is mapped to a unit sphere utilizing a
novel mapping approach [20], called “Attraction-Repulsion”
that calls for all the mesh nodes to meet two conditions: (i)
the unit distance of each node from the brain cortex center,

Fig. 2: Illustrating the process of generating a high-resolution
3D mesh for the brain cortex surface from a stack of successive
segmented 2D T1-weighted MR image slices.

and (ii) an equal distance of each node from all of its nearest
neighbors. The brain cortex mesh is then approximated using
a linear combination of Spherical Harmonics. In general, the
theory is that lower-order harmonics are sufficient to represent
the more generic shape information of the cortex. The higher-
order harmonics contain the fine details of the brain cortex and
help to rebuild the nuanced gyrifications of the brain shape.
A SPHARM analysis is performed by solving an isotropic
iterative residual fitting for the cortex surface on the unit
sphere [25]. Let S : M ! U denote the mapping of a cortical
mesh M to the unit sphere U. Each node P = (x, y, z) 2 M
mapped to the spherical position u = S(P) is represented by
the spherical coordinates u = (sin ✓ cos', sin ✓ sin', cos ✓)
where ✓ 2 [0,⇡] and ' 2 [0, 2⇡) are the polar and azimuth
angles, respectively. The SH Y↵� of degree ↵ and order � is
defined as [28]:
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Legendre polynomial of degree ↵ and order �. For the fixed
↵, the polynomials G�

↵ are orthogonal over the range [�1, 1].
As shown in [28], the Legendre polynomials are an effective
means of calculating SHs, and this is the main motivation
behind their use in this work.

The brain cortex can be simply reconstructed from the
SPHARMs of Eq. (1). In the case of a SPHARM expansion,
the standard least-square fitting does suffers from some inac-
curacy with the complexity of the 3D shape of the brain cortex,
and may inadvertently alter some information that can be
used to discriminate between ASD and control individuals. To
address this problem, the reconstructed mesh is then smoothed
using Laplacian smoothing algorithm described in [29].

To perform a quantitative analysis of the brain shape we
propose two techniques for measuring the complexity of the
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Fig. 3: Estimation of the spherical harmonics surface com-
plexity for the SPHARM reconstruction error. ASD (red) and
control (blue) subjects are shown.

cerebral cortex: SPHARM reconstruction error and surface
complexity.
SPHARM reconstruction error: Due to the unit sphere
mapping, the original brain cortex mesh for each subject
is inherently aligned with the mesh that is the SPHARM
approximation. As the brain is reconstructed, we can measure
the error (using Euclidean distance) between the original
brain mesh nodes and the SPHARM approximated brain mesh
nodes. This error generates a reconstruction error curve that is
unique to each subject as shown in Fig. 3. Unlike our previous
work [20] that narrowly examined the first few interactions
between individual reconstructions, we propose that examining
the area under each of these curves will serve as a more robust
metric for the cerebral cortex.
Surface complexity: We also propose a new metric for exam-
ining the complexity of the cerebral cortex using the SPHARM
coefficients. For a unit sphere f , having a SPHARM expansion
as shown in Eq. (1), we compute the surface complexity
metric. S(f) is defined as:

S(f) =
P1

L=0 "
2
L

=
P1

L=0 LB
2
L

(2)

where L is the number of harmonics, and b are the previously

Fig. 4: Estimation of the spherical harmonics surface complex-
ity for the surface complexity. ASD (red) and control (blue)
subjects are shown.

calculated SPHARM coefficients. The squared residual "2L is
defined as:

"2L = kf � fLk2
= k

P1
l=L+1

Pl
m=�l blmY m
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For use in 3-dimensional SPHARM analysis there are three
sets of coefficients for each direction, x, y and z. Therefore
the surface complexity is expanded from Equ. 3 to be defined
as:

S(f) =
P1

L=0 L(B2
L,x+B2

L,y+B2
L,z)

kfxk2+kfyk2+kfzk2 (4)

This metric generates a unique curve for each subject similar
to the SPHARM reconstruction error curves, as shown in
Fig. 4. Some of the advantages to this calculation are that it
relies solely on the coefficients, making it a self contained
metric, and it serves to represent the average degree of
SPHARM expansion. It is also a convergent metric, and can
be computed over the range of harmonics of interest. The
surface complexity is a second unique metric for examining
the cerebral cortex. Fig. 1 shows the whole process of sMRI
experiment.
Curvature analysis: Another metric used for discrimination
between autistic and typically developed subjects is the princi-
pal curvatures. In this experiment, the two principal curvatures
1,2 [30] were calculated at each mesh vertex. Using the
calculated principal curvatures, two metrics were calculated
[26]: (i) Gaussian curvature, KG = 12 and (ii) mean
curvature KM = 1

2 (1 + 2) (Fig. 1.c).
Brain parcellation into Brodmann areas: After calculating
the above two metrics at each vertex, it is important to allocate
those metric values into local brain regions. In this experiment,
the parcellation of the cerebral cortex into Brodmann areas
(BAs) [21] was used. BAs are regions of cerebral cortex de-
fined based on cell histological structures. Although there are
43 BAs defined per hemisphere, only 25 BAs per hemisphere
were used in this experiment. This is due to the fact that
the analysis done in this experiment is a surface analysis,
not a volumetric one, and not all BAs appear on the brain
surface [26]. For each of the used BAs both cortical complexity
and curvature metrics are calculated to be used in the local
classification level (Fig. 1.d and e).

B. Local and Global ASD Diagnosis
Using the local features extracted from sMRI, both local

and global analysis were provided. On the local level, each
of the Brodmann areas were used separately to distinguish
between autistic and typically developed subjects. Since dis-
tinct areas contain different numbers of voxels or vertices, a
more convenient way than using raw data to represent features
is to use the data probability distribution functions (PDFs)
of features with a fixed number of samples at each area
(typically 500 sample per PDF were used in this experiment).
For reconstruction error and surface complexity, the raw data
was used because it is defined on the area level, not on
vertex level. After preparing features and presenting them in
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Fig. 5: After extracting local features form sMRI, they are fed to local classification stage to extract the significant areas per
this modality. Those areas are then fused to obtain a subject global decision.

a convenient way, higher level features were extracted using
an autoencoder trained for each area. A stacked non-negativity
constraint autoencoder (SNCAE) [31] was used for this task.
The intuition behind using the SNCAE is to map higher
dimensional data to a lower dimensional space while keeping
the most characteristic features of the original input data. This
is obtained by minimizing the reconstruction error between
the initial input data and the reconstructed data from the lower
dimensional space. The cost function of the SNCAE is defined
as:

JSAE(w, b) = JE(W, b) + �Jkl(⇢||⇢̂) +
�

2

2X

l=1

slX

i=1

sj+1X

j=1

(!l
ij)

2

(5)
where w is the set of weight that maps input to lower
dimensional space, b is the layer nodes biases, JE is the
reconstruction error, � controls the sparsity penalty, Jkl(⇢||⇢̂)
is the sparsity term, ⇢ is the desired activation proportion, ⇢̂ is
the vector of average hidden activities, � controls the penalty
term facilitating weight decay to prevent overfitting, sl and
sl+1 are the sizes of adjacent layers.

The weights are randomly initialized then updated using
batch gradient descent, where L-BFGS optimization algorithm
is used [32].

Local diagnosis decisions were then obtained using a soft-
max classifier that takes higher level features as inputs and
outputs a probability that a specific area belongs to an autistic
subject. Normally, not all areas will give significant discrimi-
nation between autistic and typically developed subjects; thus,
to obtain a global decision for a subject, only the significant
areas were used.

For each subject, the higher level features extracted from
significant areas were fused, fed to an autoencoder, then
classified using a softmax classifier that outputs the probability
that a subject is autistic. Fig. 5 shows the entire diagnosis
pipeline.

III. EXPERIMENTAL RESULTS

Data for this experiment were obtained from several multi-
center databases. Data for validation comes from authoritative
resources including the National Database of Autism Research

(NDAR), The Autism Brain Imaging Data Exchange (ABIDE),
and Infant Brain Imaging Symposium (IBIS). Three ABIDE
databases were tested. The global ABIDE database is divided
by each of the participating centers. Each centers database
contains a roughly even distribution of neurotypical and ASD
individuals. The databases selected for analysis were the
Kennedy Krieger Institute (KKI), University of California, Los
Angeles (UCLA), and the University of Michigan (UM). These
databases were selected from within the global database, be-
cause these sets offered the largest unique pools of individual
brain scans available for testing. A total of 238 individual
subjects were analyzed and classified from the ABIDE data
exchange. Additional data from sources including the NDAR
Tom Conturo/University of Pittsburgh database and the IBIS
database were also tested. These databases contain 46 and 36
subjects, respectively.

A. Kennedy Krieger Institute Results

The ABIDE Kennedy Krieger Institute (KKI) database was
collected from individuals between the ages of 7 to 12 years of
age, with an average age of 10 years. Subjects were evaluated
using the WISC, ADOS, and by medical professionals to
determine a diagnosis. All scans were acquired using the
MP-RAGE, three-dimensional, T1-weighted, gradient-echo se-
quence. The results for the KKI database showed an overall
accuracy of 88.89%. Assuming negative for diagnosing autism
and positive for determining neurotypical, the test sensitivity
(TPR) is 0.939, the specificity (SPC) is 0.810, the positive
predictive value (PPV) is 0.886, and the negative predictive
value (NPV) is 0.895.

B. University of California, Los Angeles Results

The University of California, Los Angeles (UCLA) database
was collected from individuals between the ages of 8 to
17 years of age, with an average age of 13 years. Subjects
were evaluated using the WISC, ADOS, and by medical
professionals to determine a diagnosis. All scans were ac-
quired using the MP-RAGE, three-dimensional, T1-weighted,
gradient-echo sequence. The results for the UCLA database
showed an overall accuracy of 94.36%. Assuming negative for
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diagnosing autism and positive for determining neurotypical,
TPR is 0.900, SPC is 0.976, PPV is 0.964, and NPV is 0.930.

C. University of Michigan Results

The University of Michigan (UM) database was collected
from individuals between the ages of 8 to 18 years of age,
with an average age of 13 years. Subjects were evaluated using
the WISC, ADOS,and by medical professionals to determine
a diagnosis. All scans were acquired using the MP-RAGE,
three-dimensional, T1-weighted, gradient-echo sequence. The
results for the UM database showed an overall accuracy of
88.18%. Assuming negative for diagnosing autism and positive
for determining neurotypical, TPR is 0.872, SPC is 0.890, PPV
is 0.889, and NPV is 0.875.

D. NDAR Conturo Results

The NDAR Conturo database contains information from 46
subjects. The Conturo database was collected from individuals
between the ages of 10 to 30 years of age, with an average
age of 21 years. Subjects were evaluated using the ADI-R,
ADOS, and by medical professionals to determine a diagnosis.
All scans were acquired using a standard T1-weighted saggital
plane acquisition. Images were rotated to the axial plane for
processing. The results for the Conturo database showed an
overall accuracy of 95.65%. Assuming negative for diagnosing
autism and positive for determining neurotypical, TPR is
1.000, SPC is 0.920, PPV is 0.913, and NPV is 1.000.

E. Infant Brain Imaging Study Results

A subset of the complete IBIS database was provided for
evaluation purposes consisting of 36 subjects. The Infant Brain
Imaging Study (IBIS) database was collected from individuals
between the ages of 6 to 9 months of age, with an average age
of 7.5 months. Subjects were diagnosed as they grew older
using the ADI-R, ADOS, and by medical professionals to
determine a diagnosis. MRI brain scans were completed at
the clinical sites on identical 3-T Siemens TIM Trio scanners
(Siemens Medical Solutions, Malvern, Pa.) equipped with 12-
channel head coils during natural sleep. The diffusion tensor
imaging sequence was acquired as an ep2d diff pulse sequence
with a field of view of 190 mm, 7581 transversal slices, a slice
thickness of 2mm isotropic, 2*2*2-mm3 voxel resolution, a
TE of 102 ms, variable b values between 0 and 1,000s/mm2,
25 gradient directions, and a scan time of 56 minutes.The
results for the IBIS database showed an overall accuracy of
97.29%. Assuming negative for diagnosing autism and positive
for determining neurotypical, TPR is 0.964, SPC is 1.000, PPV
is 1.000, and NPV is 0.889.

F. Personalized diagnosis

We here emphasize the system capability to identify the
localized abnormalities for each individual subject. In addition
to reporting the global diagnostic result, a detailed report is
generated to show a personalized local diagnosis for every sub-
ject. Using this report, a color-coded brain map is generated to
show the most affected areas with autism-related impairments.

Fig. 6: sMRI personalized brain cortex local results of 6
subjects. The (a) are autistic subjects, and (b) are typically
developed. As shown, autistic subjects have more impacted
areas than the healthy typically developed ones. The meshes
are color coded to indicate the strength of association of each
BA with the ASD. Blue is the least belonging to autistic class,
and red is the most belonging to it.

Fig.6 shows 4 samples of the color-coded brain maps of the
brain cortex obtained from sMRI, with the associated color
code used.

IV. CONCLUSION AND FUTURE WORK

This framework is very promising as it achieves several
goals. First, it provides very high local accuracies, so that
in addition to deciding whether a subject is autistic, it allow
for a better understanding of the areas of the cerebral cortex
impacted by ASD, which in turn should lead to more pre-
dictability and understanding of autistic individuals’ behavior.
Second, our system demonstrated scalability, where additional
imaging modalities or data sources could be integrated to the
model, and its contribution could be considered separately or
jointly with other data sources.

Yet there are many challenges and enhancements to be
considered in future work. Although the system is well tested
and its robustness is assured, more data is needed to check
the extendibility and generalization of the results. Also, more
medical interpretation and statistical analysis are needed to
map the impacted regions to the corresponding expected
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behaviors. The next steps for this CAD system are to include
more data and plugging other modalities (functional MRI
and/or DTI). In this way, the CAD system will be able to study
shape, connectivity and functionality, which might be a big
step towards an integrated full system for autism prediction,
diagnosis and personalization.
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