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ABSTRACT

This paper introduces a new framework for the segmentation of dif-
ferent brain structures from 3D infant MR brain images. The pro-
posed segmentation framework is based on a shape prior built us-
ing a subset of co-aligned training images that is adapted during the
segmentation process based on higher-order visual appearance char-
acteristics of infant MRIs. These characteristics are described using
voxel-wise image intensities and their spatial interaction features. In
order to more accurately model the empirical grey level distribution
of infant brain signals, a Linear Combination of Discrete Gaussians
(LCDG) is used that has positive and negative components. Also
to accurately account for the large inhomogeneity in infant MRIs,
a higher-order Markov Gibbs Random Field (MGRF) spatial inter-
action model that integrates third- and fourth-order families with a
traditional second-order model is proposed. The proposed approach
was tested on 40 in-vivo infant 3D MR brain scans, having their
ground truth created by an expert radiologist, using three metrics: the
Dice coefficient, the 95-percentile modified Hausdorff distance, and
the absolute brain volume difference. Experimental results promise
an accurate segmentation of infant MR brain images compared to
current open source segmentation tools.

Index Terms— Adaptive Shape, Higher Order MGRF, Infant
Brain Segmentation

1. INTRODUCTION
Accurate segmentation of brain tissues from Magnetic Resonance
Imaging (MRI) data is an essential step in clinical diagnostics, ther-
apy evaluation, human brain mapping, and neuroscience [1, 2]. The
analysis and treatment of brain injuries and disorders rely on ac-
curate brain segmentation that accounts for classifying its different
tissue types [3]. Brain MRI segmentation has many challenges, es-
pecially with infant brains, such as image noise, inhomogeneities,
and low contrast between tissue types. Also infant brains have a
reverse in contrast in the White Matter and Gray Matter [4], and a
higher amount of noise than adult brains [5]. This is due to the fact
that the WM is unmyelinated and has water makeup that results in a
low contrast between tissue classes, and an intensity level that is al-
most identical to that of GM, which makes it difficult to distinguish
these 2 classes even by experts [6].

There has been extensive work in the literature that addresses
adult brain segmentation, with fewer techniques suited for infant
brain segmentation. Probabilistic methods were adopted in [7] for
adult brain segmentation, where a map classifier along with a prob-
ability clustering method are employed for brain tissue classifica-
tion. In [8], a pairwise joint MGRF interaction model was used
for adult brain segmentation, however the pairwise MGRF failed to

capture large inhomogeneities of signals, and thus would not suit in-
fant brain segmentation. Deformable models were used in [9, 10],
where region-boundary models are employed to segment brain tis-
sues. Atlas-based methods have also been adopted, as in [11, 12],
where brain shape priors are registered with the subjects to be seg-
mented to guide the segmentation process.

Since the intensity alone would fail to segment infant brain tis-
sues due to the similar intensities of different structures and poor
contrast, fewer techniques can be found for infant brain segmenta-
tion. Xue et al. [4] employed an Expectation-Maximization (EM)
algorithm along with a Markov Random Field (MRF) prior for in-
fant brain segmentation. Classifying brain structures, such as WM,
CSF, central GM, and cortical GM was conducted by Abneek et al.
in [13], where T2-weighted images of neonatal brains were used.
Probability maps were used to segment each brain tissue class with
a K-nearest neighbor classifier. Wang et al. [14] segmented T1,
T2, and diffusion-weighted brain images using a sparse representa-
tion of the complementary tissue distribution. In [15], the random
forest technique was used to integrate features from the different
modalities for tissue segmentation along with probability maps of
GM, WM, and CSF. Some approaches use longitudinal scans at a
late-time-point age, where the contrast is much better between dif-
ferent tissue types, from which probabilistic atlases are constructed
to guide segmentation of neonatal images,[16, 17]. Segmentation
with shape priors was also adopted as in [18, 19, 20].

This paper proposes a novel technique for infant brain segmenta-
tion from T1-weighted images (Fig. 1). Adaptive probabilistic shape
models for the shape and first-order visual appearance of MRI data
are employed to initialize the segmentation. This is then combined
with a novel higher-order Markov Gibbs Random Field (MGRF)
spatial interaction model(up to fourth order) with analytic estima-
tion of potentials. This joint model guarantees increasing the seg-
mentation accuracy by accounting for the large inhomogeneities and
noise in infant brain MRI data. Also the analytic estimation of po-
tentials generalizes the proposed model to different MRI subjects,
unlike the use of empirical values in most of the work present in lit-
erature which would require manual setting for each subject. The
strength of the proposed algorithm lies in the fact that it neither de-
pends on multiple modalities for acquiring images (depends only on
T1-weighted images) nor on longitudinal studies which are not al-
ways available for research purposes.

2. JOINT MGRF MODEL OF INFANT MR BRAIN IMAGES

Let R = {(x, y, z) : 0 ≤ x ≤ X − 1, 0 ≤ y ≤ Y − 1, 0 ≤ z ≤
Z−1}; Q = {0, 1, . . . , Q−1}; and L = {0, 1, . . . , L− 1} denote
a finite 3D arithmetic lattice of the size XY Z supporting grayscale
images and their region maps, a finite set of Q integer values, and a
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Fig. 1. Illustration of the proposed framework.

set of region labels L, respectively. Let g = {gx,y,z : (x, y, z) ∈
R; gx,y,z ∈ Q} and m = {mx,y,z : (x, y, z) ∈ R; mx,y,z ∈ L}
be a grayscale image taking values from Q, i.e., g : R → Q,
and a region map taking values from L, i.e. m : R → L respec-
tively. An input T1-weighted brain image, g, co-aligned to the train-
ing database, and its map, m, are described with a joint probability
model: P(g,m) = P(g|m)P(m), which combines a conditional
distribution of the images given the map P(g|m), and an uncondi-
tional probability distribution of maps P (m) = Psp(m)PV(m).
Psp(m) denotes a weighted shape prior, and PV(m) is a Gibbs
probability distribution with potentials V, which specifies a MGRF
model of spatially homogeneous maps (m). The model’s compo-
nents are outlined below.

2.1. First-Order Intensity Model

The first-order visual appearance of each brain label is modeled
by separating a mixed distribution of voxel intensities of the infant
brain MRIs into individual components associated with the domi-
nant modes of the mixture. The latter is precisely approximated with
a Linear Combinations of Discrete Gaussians (LCDG) [21, 22] with
positive and negative components, which is based on a modified
version of the classical Expectation Maximization (EM) algorithm.

Let Ψθ = (Ψ(q|θ) : q ∈ Q) denote discrete Gaussian (DG)
with parameters θ = (µ,σ), integrating a continuous 1D Gaussian
density with mean µ and variance σ2 over successive gray level in-
tervals. The LCDG with four dominant positive DGs and Cp ≥ 4
positive and Cn ≥ 0 negative subordinate DGs is [21]:

Pw,Θ(q) =

Cp∑

k=1

wp:kψ(q|θp:k)−
Cn∑

κ=1

wn:kψ(q|θn:k) (1)

where all the weights w = [wp:k, wn:k] are non-negative and
meet an obvious constraint

∑Cp

k=1 wp:k −
∑Cn

k=1 wn:k = 1. All
LCDG parameters, including the DGs numbers, are estimated from
the mixed empirical distribution to be modeled using the modified
EM algorithm. For further details on the modified EM algorithm,
please refer to [21, 23].

2.2. MGRF Model With Higher-Order Cliques

In addition to the first-order visual appearance model, the spatial in-
teractions between the brain voxels are also taken into account. In
this paper we propose a higher-order Markov Gibbs Random Field
(MGRF) spatial interaction model that adds the pairwise,the triple,
and the quad cliques, along with analytical estimation of the poten-
tials. In addition to this, it is used simultaneously with shape and
intensity models, not as a refinement step. As a result, the proposed
approach has the ability to account for the large inhomogeneities of
infant MRIs, thus reducing the noise effects and increasing the seg-
mentation accuracy. Details of the proposed higher-order MGRF are
described below.

Let Ca denote a family of s-order cliques of an interaction graph
with nodes in the 3D lattice (x, y, z) and edges connecting the in-
teracting, or interdependent sites, (Fig. 2). To account for large vari-
ations of infant MRIs, the label interactions are modeled by a spa-
tially homogenous MGRF with up to fourth-order interactions over
the nearest 26-neighborhood of voxels:

PV (m) =
1

ZV
exp




A∑

a=1

∑

c∈Ca

Va(m(x, y, z)) : (x, y, z) ∈ c



 (2)

where A clique families describe the geometry of the graph in-
teractions, V = [Va : 0, ..., L] → (−∞,∞) : a = 1, ...., A] is a
collection of Gibbs potential functions Va for the families Ca, and
the partition function ZV normalizes the probabilities over the par-
ent population M = {0, . . . , L}XY Z of all maps. V is the Gibbs
potential value, and L denotes the set of region labels. An initial
region map m, obtained by the voxel-wise classification, allows for
analytically approximating the maximum likelihood estimates of the
potentials and computing the voxel-wise probabilities of the region
labels. For symmetry sake, only equality or inequality of the labels
in clique c is taken into account. The second-, third-, and forth-order
potentials are given by Eqs. (3), (4), and (5) respectively:

Va(mp1 ,mp2 ) =

{
V2:a:eq if mp1 = mp2

−V2:a:eq otherwise
(3)

Va (mp1 ,mp2 ,mp3) =

{
V3:a:eq3 if mp1 = mp2 = mp3

−V3:a:eq3 otherwise
(4)
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Va (mp1 ,mp2 ,mp3 ,mp4 ) =






V4:a:eq4 if 4 equal labels
V4:a:eq3 if 3 equal labels
−

(
V4:a:eq3 + V4:a:eq4

)
otherwise

(5)
where mpi is the region map label at the voxel pi = (xi, yi, zi).
The proposed analytical approximation of the Gibbs potentials from
a given map m extends earlier 2D second-order MGRFs (e.g.,[[23]])
to the 3D higher-order model. Fig. 3 highlights the advantage of inte-
grating higher order model with pairwise interactions. Brain tissues
are better connected with higher order model, Fig. 3(c), than they are
with only the pairwise interaction model, Fig. 3(b). This is essential
for our future work of shape analysis, where the ultimate goal is to
extract features from complete brain meshes in order to discriminate
between autistic and control subjects.

Fig. 2. Illustration of the second- (a), third- (b), and fourth-order (c)
cliques of the proposed MGRF model for the 26-neighborhood.

(a) (b) (c) (d)
Fig. 3. Applying pairwise (b), and higher order MGRF models (c) on
a brain image (a)The 3D pairwise MGRF (b) corrected some of the
erroneous parts in WM (red), GM (blue), and CSF (yellow). Results
were better refined using 3D higher order MGRF(c). Ground truth
image is shown in (d). Color map is used for visualization purposes.

2.3. Adaptive Shape Model

To enhance the segmentation accuracy, expected shapes of each
brain label are constrained with an adaptive probabilistic shape prior.
To create the shape database, a training set of images, collected for
different subjects, are co-aligned by 3D affine transformations with
12 degrees of freedom (3 for the 3D translation, 3 for the 3D ro-
tation, 3 for the 3D scaling, and 3 for the 3D shearing) in a way
that maximizes their mutual Information [24]. The shape prior is a
spatially variant independent random field of region labels for the
co-aligned data:

Psp(m) =
∏

(x,y,z)∈R

psp:x,y,z(mx,y,z) (6)

where psp:x,y,z(l) is the voxel-wise empirical probabilities for each
brain label l ∈ L. For each input MR data to be segmented, the shape
prior is constructed by an adaptive process guided by the visual ap-
pearance features of the input MRI data. First, the input subject

is aligned with the database. Then, the normalized cross correla-
tion similarity coefficient is used to select the subject from the shape
database that has the best match with the input subject (i.e., highest
similarity). The selected subject is then used as a reference proto-
type to co-align the input subject using the 3D affine transformation
described above. A 3D window is then initialized for each voxel,
where search for voxels with corresponding grey level values in all
training images of equalized intensities is conducted. This search
process plays the major role in creating label probabilities of the
brain voxels. The framework is summarized in Algorithm 1, where
the details of the proposed shape model are outlined in (steps 1, 2).
The approach is also illustrated in Fig. 1.

Algorithm 1 Steps for the proposed segmentation approach

1. Preprocessing:
(a) Use the developed automated approach [25, 26] to re-

move the skull from T1-weighted MR brain images, then
construct the shape database through a co-alignment of
the biased corrected training brains (both grey scale and
manually segmented).

2. Create shape prior probability:
(a) Align the test subject with the shape database.
(b) Use normalized cross correlation to measure the similar-

ity between the aligned test subject and each subject in
the shape database, and choose the database subject that
has the highest similarity to act as the reference in the
registration process.

(c) For each voxel in the test subject, calculate its shape prior
probability according to the following steps:

i. Use the transformation matrix T from (2) to trans-
form each voxel to the reference domain.

ii. Construct a 3D window with initial size of N1i ×
N2i ×N3i.

iii. Search inside the window for voxels with corre-
sponding grey level in all training data sets, where
intensities of all training images are equalized.

iv. If needed, increase the window size and redo the
search until a non-empty result is found or maximum
window size is reached.

v. If maximum window size is reached and no result is
found, increase the tolerance of grey level values and
get back to step ii.

vi. Create labels probabilities based on the relative oc-
currence of each label from the search results.

3. Start the segmentation process:
(a) Approximate the marginal intensity distribution P (g) of

the T1-weighted MR brain image using an LCDG with
four dominant modes.

(b) Form an initial region map m using the marginal esti-
mated density and prior shape of each brain label.

(c) Find the Gibbs potentials for the MGRF model (for pair-
wise and higher-order cliques) from the initial map m.

(d) Improve m using the voxel-wise Iterative Conditional
Mode (ICM) algorithm [27].

3. EXPERIMENTAL RESULTS AND CONCLUSIONS
To measure the robustness and performance of the proposed ap-
proach, the method is applied to T1-weighted infant MR brain data
sets obtained from the Infant Brain Imaging Study (IBIS) [28]. MR
data was acquired at 3T, voxel size of 1×1×1 mm3, and consists
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Fig. 4. Comparative Segmentation results. Segmentation is performed in 3D and the results are projected onto 2D axial (A), coronal (C), and
sagittal (S) planes for visualization. (a) 2D profile of the original infant MRIs, (b) Applying the intensity model alone after skull stripping
of (a).(c)Segmentation with intensity and spatial models. (d) Final segmentation results using intensity, spatial, and shape models (e) iBEAT
segmentation results. (f) Ground truth of (a).WM, GM, and CSF are shown in red, blue, and yellow respectively.

of T1- and T2-weighted MR images of infants scanned at approxi-
mately 6 months old.

The ultimate goal of the proposed method is to separate infant
MR brain images into four classes: WM, GM, CSF, and other brain
tissue. Sample segmentation results using the proposed approach are
shown in Fig. 4. The framework begins by removing the skull using
an automated approach [25]. Using the intensity model, section 2.1,
alone results in high rate of false positive findings, Fig. 4(b), there-
fore, the adaptive shape prior is co-guided by both a first-order visual
appearance descriptor and the 3D spatial relationships between the
region labels to segment each label. The classified brain structures
using our method are demonstrated in Fig. 4. Fig. 4(c) shows results
when integrating the spatial model with intensity. Fig. 4(d) shows the
final segmentation after integrating shape with the former 2 models.

The proposed method was validated on forty 6-month-old sub-
jects using leave-one-out approach, and evaluated with their man-
ually segmented ground truth created by an MR expert. The per-
formance of the proposed segmentation framework was evaluated
using three performance metrics: (i) the Dice similarity coefficient
(DSC) [29] that measures the overlap with ground truth, (ii) the 95-
percentile modified Hausdorff distance (MHD) [30], where Haus-
dorff distance calculates the maximum distance of the segmented set
to the nearest point in ground truth, and (iii) the absolute brain vol-
ume difference (ABVD) which measures the percentage of volume
difference between ground truth and segmented data. Metrics were
computed by comparing the ground truth segmentation to results
from the proposed approach. As demonstrated in Table 4, the DSC
for segmentation of the WM, GM, and the CSF are 94.7±1.53%,
93.86±0.13%, and 94.58±0.44%, respectively, which confirms the
high accuracy of the proposed segmentation technique despite vali-
dating with the IBIS database which is known to be very challenging.

The proposed approach is compared against the software pack-

Table 1. Accuracy of our approach vs. iBEAT using DSC(%),
MHD, ABVD(%). Metrics are represented as Mean± Standard De-
viation.

WM GM CSF
Metric Ours iBEAT Ours iBEAT Ours iBEAT
DSC 94.7±1.53 73.3±1.27 93.86±0.13 81.6±3.5 94.58±0.44 79.65±1.38
p-value 0.0001 0.0001 0.0001
MHD 7.3±1.23 18.27±1.53 3.5±0.24 23.3±0.52 4.35±1.1 27.23±1.43
p-value 0.0001 0.0001 0.0001
ABVD 3.17±1.73 37.94±0.61 1.62±1.24 34.46±0.18 1.9±0.114 21.07±0.98
p-value 0.0001 0.0001 0.0001

age presented in [31] named iBEAT for infant brain segmentation,
Fig. 4(e). Segmentation accuracies for the two methods using the
DSC, MHD, and ABVD are summarized in Table 1. These results
document a significant improvement in accuracy for the proposed
approach compared to one of the state-of-the-art- methods using a
statistical paired t-test for the three performance metrics. In addition
to the accuracy, the average time to segment an infant brain subject
using the proposed approach is less than a minute (the algorithm is
written in C++ and GPU), whereas it takes around 60 minutes using
iBEAT. In conclusion, the proposed approach shows that an integra-
tion of a higher-order MGRF spatial model with first-order visual
appearance features is a promising approach for guiding an adaptive
shape model to segment T1-weighted infant brain MRIs. Thanks
to an ongoing collaboration between our group and the IBIS group,
there are plans to integrate the proposed approach into a framework
that focuses on diagnosing autism in infants. The proposed frame-
work will be integrated with other methodologies to explore features
in GM and WM regions in order to differentiate autistic and control
infant brains. As mentioned before, accuracy of segmentation would
play a vital role in subsequent stages such as feature extraction from
segmented brain surfaces.
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